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1. Introduction 
 

Computer simulations with Monte Carlo codes have become the gold standard in radiotherapy treatment 

dosimetry, as they are capable of reproducing the most diverse scenarios with great precision [1,2].  

Small fields in radiotherapy have been widely used mainly in head and neck treatments, as they provide an 

extremely localized treatment, despite having an abstract definition, small fields in radiotherapy are 

understood as those fields whose size is smaller than 4x4 cm, which the penumbra overlaps the area of  the 

field and that the field is close to the size of the detector [3].  

The main objective of the present work was to compare a simulated scenario using the Monte Carlo 

MCNPX code against a published article [9] A 6MV photon beam of a linear accelerator was reproduced 

with the mentioned above code in order to calculated the PDD and TPR parameters. The results were 

compared to the published Fonseca et. al. 2016. After the comparison, several regular small fields were 

simulated and compared to results published in literature. In addition, the small field simulations were used 

to estimate the deep dose percentage curves of the 6 MV photon beam.  

2. Methodology 
 

When using a Monte Carlo computational code, such as Monte Carlo N-Particle eXtended (MCNPX), the 

first step is to validate the simulated scenario and code used, thus ensuring that it adequately simulates the 

proposed models. In a first step a scenario proposed by Fonseca et al. 2016 was simulated and the PDD and 

TPR results were compared. Secondly, the input file validated was used to calculate the PDD curves for 5 

different field sizes. 

 

The geometry used in the simulations consisted of a water phantom, positioned 80 cm from the source that 

emitted a 6 MeV photon beam, with a 10x10 cm field, as used in the reference paper [4], the spectrum used 

was taken from the electronic tables provided by Brualla et. al. 2019 [5]. 

 

The energy deposited by the beam on the phantom was detected by cylinders with a volume of 0.6 cm³, 

such cylinders were positioned with a variation of 1 in 1 mm to the depth of cm, while for depths from 2 to 

10 cm the detector cylinder was positioned from 0.5 in 0.5 cm, from a depth of 10 cm, the position of the 

detector was varied from 1 in 1 cm to a depth of 15 cm, then a detector was positioned at a depth of 20 cm, 

in order to allow the estimation of the Percentage depth dose20,10  (PDD20,10). 
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The detector's geometry was altered in its shape when compared to that used in the reference article [4], to 

show if there are significant changes when the detector's shape is changed, in this case from sphere to 

cylinder, but the volume is maintained unchanged.  

 

After the validation, the simulations were also carried out with different field sizes, namely , 5x5cm, 4x4cm, 

3x3cm, 2x2cm, and 1x1cm, with the water phantom positioned 100 cm away from the 6 MeV energy 

photon source, and the detector geometry was the same used in the validation simulation, but it was 

positioned from 0.5 in 0.5 cm to a depth of 20 cm, and we changed the volume of these detector cells using 

one tenth of the field diameter as the cylinder radius [6].  For these fields, as well as in the validation 

simulations PDD20,10. and PDD curves were obtained. 

 

The Tally used in the simulations was the Tally *F8, which estimates the energy deposited in MeV in the 

cells described in the simulation input, in this case, the energy was estimated in the cells corresponding to 

the cylindrical detectors [7]. 

 

The measurements obtained were normalized using the technique of division by the highest value and then 

multiplied by 100 to obtain the PDD, because by the definition of PDD we have equation 1 below where Dp 

is the dose at any depth and Dmax is the dose at depth of maximum dose, to obtain the PDD20,10 the ratio 

between the result obtained from the PDD at 20 centimeters and at a depth of 10 centimeters was calculated 

[8]. 
 

          (1) 

The Tissue–phantom ratio in water (TPR20.10) was also obtained, where the value of the PDD20.10 according 

to equation 2 below [8]. 
 

 

 

 

 

3. Results and Discussion 

 

Table I below shows the results of simulations for validation of the Monte Carlo code used, it is observed 

that the simulated values present a slight difference to the results of the reference paper, which indicates the 

accuracy of the code used. It is also observed that the geometric alteration of the detector did not bring 

significant changes to the results, as the differences between the results were not significant. Furthermore, it 

is important to emphasize that the validation simulations presented a relative error of less than 1%. 

 
Table I: MCNPX validation results 

    Simulation% Reference [4] % ∆% 

PDD 20.10 55.2 55.4  0.47 

TPR 20.10 63.9  64.2  0.42 

 

Figure I shows the PDD curve for the validation simulation with the 6 MeV beam, it is observed that the 

maximum dose depth obtained about 1.5 cm is in accordance with the literature [9]. 
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Figure I: PDD Curve - 6 MeV photon beam 
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Figure II shows the PDD curves for the simulated fields, there is a certain similarity in all of them, however 

as can be seen the 1x1cm field curve presented the maximum dose depth a little smaller than the others, it 

is important to point out that the PDD values obtained between 1 and 2 cm are very close [9], which 

indicates the need to make measurements with a higher resolution, placing, for example, 0.2 cm in 0.2 cm 

detectors. 

 

 

4. Conclusions 

 

We can say that the code presented satisfactory results in the validation simulations, showing the great 

usefulness of Monte Carlo codes in medical physics, however, the simulation with the 1x1 field leads us to 

Figure II: PDD curves 
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realize the need for more simulations in order to show itself, with a greater resolution the PDD curves. 

As a continuation of the present work, it is also intended to study the influence of the detector volume 

variation on the measurements and its material, in addition to obtaining the PDD curves with higher 

resolution. 
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